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Dissertation Abstract
Ask a question to ChatGPT and there’s a good chance you’ll be impressed at what it says–unless it
spits out some malarkey. Part of what is so puzzling about artificial intelligence (AI) models like
ChatGPT is that no one knows precisely how they work. And without knowing how the models work,
it’s difficult to say what, if anything, they can teach us about ourselves. Of course, we don’t need to
know how something works to use it. I drive a car, I admit, without knowing the first thing about
what goes on under the hood. But if we want to know what AI can teach us about big questions
concerning the mind, understanding, and ethics my dissertation makes the argument that we had
better get our hands dirty and look under the hood of AI models. (Can’t say the same for my car.)

How we should approach this task is as much a philosophical question as it is a technical one. We can
start big and ask, “Do AI models really understand questions about the world? Can ChatGPT have
anything like human-level language comprehension, values, or cognition?". Or we can start small
and ask, “Does this particular neuron in the model respond in predictable ways to that feature"? My
dissertation is a collection of chapters that does both the big and the small. I develop what I call a
human-centered artificial intelligence research program where human minds inspire techniques to
better interpret and align AI with human values, and AI, in turn, can help illuminate how the mind
works and why it works the way it does. A key lesson emerging from the chapters that by designing
experiments informed by philosophy and rolling up our sleeves to look under the hood of AI models,
we can see what they represent—the good and the bad—and breathe new life into longstanding
philosophical debates.

Chapter 1 examines whether AI represent the world like we do. In collaboration with Ellie Pavlick, we
examine whether AI models like ChatGPT trained solely on text, and with no sensory input, can still
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represent color and spatial relations. By developing a philosophically-informed notion of representa-
tion suitable for AI and by using probing techniques inspired by looking into the human brain, we
examine the inner workings of large language models. We find that AI models have “color neurons”
and “space neurons” that represent these features. By tweaking these neurons in targeted ways, we
demonstrate that the neurons form subnetworks that actually drive perceptual processing—enough
to trick the models into thinking red is green and left is right with our interventions. Our findings
suggest that language models have genuine representations that reflect the the structure of perceptual
reality like we do—no senses required! This has upshots for big questions about whether artificial
minds can mirror aspects of human cognition—which would require showing that they have similar
basic building blocks of cognition, or representations, like we do—as well as what it takes for artificial
minds to understand the world.

Chapter 2 explores whether AI can be used to make progress on longstanding philosophical debates.
This chapter revisits the famous philosophical thought experiment Molyneux’s Question—which asks
whether someone born blind could recognize shapes by sight if they suddenly gained vision—using AI.
I connect language and vision models to simulate cross-modal learning, exploring whether a language
model trained on text alone can, upon receiving visual input, recognize shapes it previously knew only
through language. The experiment bridges AI and philosophy to provide insights into perception and
learning transfer across modalities in both natural and artificial minds. I explain how AI provides new
ways to overcome the limitations of empirical studies that use human subjects who have undergone
sight restoration to address Molyneux’s Question. The reader who is skeptical of what AI can teach us
about ourselves should treat this chapter as an invitation to see what can be gained when the rubber
meets the road—when philosophy and AI work together to illuminate how the mind works.

Chapter 3 shifts gears to the ethics of AI. Diving into the inner workings of AI models is a big challenge,
but it’s one worth doing. As we integrate AI into high-stakes areas like healthcare, criminal justice, and
social media, ensuring that these systems align with human values is more important than ever. This
chapter, in collaboration with MIT’s FutureTech Lab, examines the ethical considerations behind the
development of foundation models—large-scale AI models like ChatGPT that are at the foundational
level of many applications. We analyze how fairness, transparency, bias, safety, and other ethical
principles are addressed in the development of foundation models. Our framework identifies key
gaps in current practices and offers solutions for promoting the development of ethical AI.

A unifying thread running through the chapters is that bridging big questions with technical science
requires grappling with the intricacies of just how a scientific approach to the philosophy of AI should
proceed. These chapters aim not only to explore the performance of AI models but also to highlight
the importance of designing philosophically-grounded experiments that look “under the hood” of the
models to understand what they can teach us—a principle deeply rooted in empirical work in computer
science. The truth is that while philosophical work on AI aims to balance philosophical inquiry with
empirical findings, in practice, things often end up lopsided—and you can guess which way. A healthy
dose of hands-on exploration under the hood of AI models might just do us, philosophers, good.
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